ABSTRACT

Providing reliable and efficient networking services in wireless ad hoc networks is extremely challenging due to high mobility and unstable wireless nature: a significant number of packets can be corrupt or lost. To increase the reliability in packet erasure networks, various coding schemes have been proposed. Network coding (NC) and erasure coding (EC) are such well-known coding techniques recently considered to be used for multicast communications. Both schemes are able to encode original packets into a potentially infinite data stream of encoded packets. Receivers can reconstruct the original packets once they have collected a certain number of encoded packets. The main difference of these schemes is that NC allows intermediate nodes to encode packets they have received so far whereas EC is an end-to-end coding which allows only sources to encode. Both schemes are considered to be able to provide excellent ammunition against erasure networks. However, “the jury is still out” regarding which scheme is suitable in ad hoc networks. In this paper, based on simulations and analysis study, we present information on the performance of both schemes which may be useful for selecting the better coding scheme.

I. INTRODUCTION

In tactical ad hoc networks, multicast communications are prevalent due to the group oriented actions undertaken by the military. Such environments always require high reliability because messages communicated in tactical networks contain critical information, e.g., synchronized mission orders for effective mission accomplishment. However, achieving high reliability in mobile ad hoc networks (MANETs) is very challenging due to high mobility and inherent unstable wireless nature, i.e., a significant number of packets can be corrupt or lost.

To improve reliability in packet erasure networks, automatic repeat request (ARQ) has been employed in unicast communications. ARQ is an effective and reliable error control mechanism which utilizes acknowledgements and timeouts to recover from packet losses. However, ARQ does not scale well in multicast communications due to the so-called feedback implosion problem. Instead, various coding schemes have been proposed and studied for the past several years. These coding schemes allow nodes to inject redundant packets into the network so that receivers can recover original packets without asking sources for retransmission. Network coding (NC) and erasure coding (EC) are such coding schemes which increase reliability in multicast communications.

NC and EC essentially share a common concept: both schemes can potentially encode original packets into an infinite data stream of encoded packets and receivers can reconstruct the original packets once they have collected a certain number of encoded packets. By exploiting the redundancy in the network, the receivers are able to successfully recover the original packets from a large number of packet losses. The main difference of both schemes is that NC allows intermediate nodes to encode packets they have received whereas only sources encode packets in EC. In other words, NC can be approximately defined as bunches of streams which come up from a number of small fountains everywhere in the network, while EC can be defined as an end-to-end stream originating from a single large fountain.

Both NC and EC are considered promising to improve reliability in packet erasure networks. However, it has yet to be identified which scheme is more suitable to reliable multicast communications in ad hoc networks. Contribution of this paper is that we compare NC and EC performance to provide characterized information on reliability and efficiency; we show the performance in terms of packet delivery ratio and packet transmission overhead in various simulations.

The rest of paper is organized as following. An overview of NC and EC is given in section II. Simulation methods used in our experiments are described in section III and detail simulation settings, topologies, and metrics using in simulations are illustrated in section IV. Section V presents
simulation results and theoretical analysis. In particularly, we will discuss how performance of these coding schemes is affected by certain factors, e.g., redundant paths, number of hops, and erasure probability, in this section. We conclude with potential future work in section VI.

II. NETWORK CODING AND ERASURE CODING

We start with a brief introduction of prior works on NC and EC.

A. Network Coding

In contrast to the traditional store-and-forward network concept, the core concept of NC is to allow encoding of data packets at intermediate nodes and a receiver decodes original data when it gets enough encoded packets. It was first introduced in the seminal paper [7] by Ahlswede et al. who showed that the multicast capacity can be achieved by NC mixing information from different flows. In [8], Li et al. proved that linear coding obtains the multicast capacity bound; in addition, Ho et al. showed that random coefficients over a sufficiently large finite field can be adopted to reach the capacity bound [9]. The random coefficients are determined in a distributed manner by random linear coding. Several NC protocols that employed the random linear coding have been proposed in [12], [11], [15], [16], and NC is extended to other areas such as content distribution [17], distributed data storage [14], and data broadcast [19], [20].

B. Erasure Coding

Erasure coding encodes $n$ original packets into more than $n$ packets so that the original data can be reconstructed with receiving a subset of encoded packets. In typical erasure codes, $n$ original data packets can be reconstructed from exact $n$ encoded packets, e.g., Reed-Solomon (RS) codes [1]. Note that Reed-Solomon is computationally expensive because standard algorithms for decoding in Reed-Solomon codes require quadratic time. Tornado codes generate redundant XOR packets and thus encoding/decoding requires linear time. However, it requires a prior knowledge, e.g., channel error rate, to decide coding rate. Unlike Tornado codes, LT codes (Luby Transform) [2] no longer require the knowledge before encoding since it is “rateless” codes. No fixed rate needs to be determined ahead of time, and LT codes can essentially construct an infinite stream of encoded packets from the original data. An extension of LT codes are the Raptor codes [3], which were recently developed to improve the decoding probability of LT codes. By introducing pre-coding process, Raptor codes have become the most efficient implementation.

The first framework of reliable multicast using EC was “push” content distribution system [4] in which only a sender generates/sends encoded packets to receivers. Another interesting approach to achieve reliable data dissemination is a sort of “pull” data distribution, introduced in [6] and [5], that employs information exchange among intermediate nodes. A node which has collected enough packets generates and injects new encoded packets into networks to help other nodes that are in need of additional encoded packets to rebuild original packets.

C. NC vs. EC

Recently, some works on characterizing the reliability benefit of NC [22], [21] have been proposed in the literature. The work shows the advantage of coding over ARQ in terms of the expected number of transmissions in a single-path tree or one hop topology. Our work differs in the point that we characterize the reliability gains of both coding schemes by utilizing multi-path diversity, which is naturally provided by wireless nature in ad hoc networks. We did simulation studies and theoretical analysis on the basis of a grid topology and we also extend the work to random topology to provide insights in realistic scenarios.

III. SIMULATION METHODS

In this section, we describe several key factors of NC and EC in our simulation environments. Since our objective is fair comparison of both coding schemes, we implement both schemes as simple as possible while keeping the protocols practical.

A. Random Linear Coding

We assume that an application generates equal size packets $p_0, p_1, p_2,…$, where subscripts represent consecutive and unique sequence numbers. The stream of original packets is split into batch of $k$ packets that is called generation. In our simulation, the generation size, $k$ is 8. The generations are not overlapped and packets in the same generation are encoded together. For random linear coding, coefficients are drawn from a finite field when packets are encoded. We use the finite field of $GF(2^8)$ in simulations. A set of coefficients is called global encoding vector, $\mathbf{e} = [e_1…e_k]$. It is attached to the packet header and sent along with the encoded packet [10]. A coded packet $c_j$ is a linear combination of packets in the same generation and the subscript $j$ is batch id. That is,
Upon overhearing packets, nodes store them into their local buffer forming a matrix if the encoding vector is linearly independent to other encoding vectors in the same generation. This linearly independent packet is called innovative and we assume every node has enough local buffers. An intermediate node in the NC re-encodes and forwards packets when it receives $k$ innovative packets in the generation or a certain period has passed since the first packet in that generation arrived. An EC intermediate node relays received packets without modification.

If a receiver collects enough encoded packets that is $k$ innovative packets, original packets are recovered by Gaussian elimination calculation with global encoding vector. This random linear coding approach is applied to both coding schemes but the difference is the places where encodings happen.

### B. Code Rate

We define code rate as $c = k/n$, when $k$ packets in the same generation are encoded into $n$ packets ($n \geq k$) at the source. Block erasure codes, e.g., RS codes, have to choose a code rate ahead of time according to the extent of an end-to-end packet drop rate. In that sense, the EC we used in our simulations is a version of block coding. In this paper, the code rate is specifically considered for EC and thus NC code rate is always 1 in simulations since an NC source does not generate redundancy. Thus, intermediate nodes in EC forward packets at most $n$ times while NC intermediate nodes forward at most $k$ times for one generation.

### C. Probabilistic Routing

We employ probabilistic routing [18] for both EC and NC: every node forwards packets with a certain probability that is called forwarding probability $f$ ($1 \geq f \geq 0$). Before forwarding, a node generates a random number and compares it with $f$. A packet is forwarded only if a random number is smaller than $f$. In wireless ad hoc networks, the optimum value of $f$ would intuitively depend on the number of neighboring nodes. Consequently, in dense networks, holding the value of $f$ down to a lesser extent is important to prevent excessive transmission overhead.

### IV. SIMULATION SETUP

To compare performance of NC and EC on reliability, we implement our protocols based on the previous description in QualNet network simulator [23]. Simulation settings are as follows: IEEE 802.11 MAC with two-ray ground path-loss propagation model; 2Mbps channel bandwidth; 376m transmission range; 2 packets/s constant bit rate traffic lasting 500s simulation time and 512 bytes/packet. To realize an erasure channel, each node drops received packets with a certain probability called packet drop probability $d$ ($1 \geq d \geq 0$). All numbers are the averaged values over 10 simulation runs. Two topologies are designed: a grid topology and a random topology. The settings above are applied to both topologies unless otherwise specified.

#### A. Grid Topology

As shown in Fig. 1, the grid topology has a single source
and multiple receivers. Every node except the first hop nodes has $r$ redundant paths. That is, a node can transmit a packet to $r$ nodes and receive from $r$ nodes; $r$ is set to a fixed value, e.g., 3 in our simulations. The number of hops from a source to receivers is defined as $h$; i.e., $h$ is 3 in Fig. 1. In the simulation, $h$ takes an integer value between 2 and 5.

B. Random Topology

In the random topology, 50 nodes including a single source and 10 multicast receivers are randomly distributed in a square field which size is varying to change the node density. The node density is defined as the average number of nodes within the transmission range, and written as

$$\frac{\pi \times (\text{transmission range})^2}{(\text{field size})/(\text{number of nodes})} - 1.$$  

C. Performance Metrics

We use two metrics: Packet Delivery Ratio (PDR) is fraction of recovered packets averaged over all receivers; Normalized Packet Overhead is the total number of packet transmissions by the network divided by the total number of data packets actually recovered.

V. RESULTS AND ANALYSIS

A. Simulation Results for Grid Topology

In Fig. 2 (a), we can find that the delivery ratio of EC increases as code rate $c$ becomes smaller and NC PDR is between EC with $c = 1/2$ and 1/3. EC outperforms NC when $c \leq 1/3$ in terms of PDR since EC redundancy overcomes lossy channel. However, lower code rate causes higher normalized overhead: given Fig. 2 (b), NC requires much less overhead to achieve the same delivery ratio as EC. Furthermore, as the normalized overhead grows in proportion to the number of hops and code rate, congestion is more critical problem in EC than in NC.

Fig 3 shows PDR with varying hops and drop probability. EC code rate $c$ is fixed 1/3. Fig. 3 (a) shows that EC PDR much better than NC when $h \leq 4$ but EC delivery ratio drops sharply as $h$ increases while NC holds its delivery ratio variation down to a lower extent against the rising $h$. Thus, the gap of EC and NC PDR lines becomes closer as $h$ increases. On the other hand, Fig. 3 (b) shows that packet drop probability has a significant impact on NC especially in terms of achievable delivery ratio. We investigate these results from an analytical perspective in the next section.

B. Analysis for Grid Topology

We build a simple single-hop model to analyze and explain the previous results. In the grid topology, any one hop transmissions except the first hop can be represented as single-hop models in Fig. 4 (a) and (b) where $f$ and $d$ denote forwarding probability and packet drop probability respectively. In the case of NC, since packets are re-encoded at intermediate nodes, we approximately consider NC to be an asymptotic single-hop model having multiple senders, each of which generates innovative encoded packets. In the case of EC, the $r$ identical paths are utilized to boost the reliability, hence a well-known parallel reliability model fashion: packet delivery is guaranteed if one of the redundant links is alive.

Let $N_{NC}$ and $N_{EC}$ denote the number of non-duplicated
innovative packets each node can potentially receive for NC and EC respectively. Given the single-hop models, we can arrive at

\[ N_{NC}(h) = \begin{cases} f r (1 - d) N_{NC}(h - 1) & \text{if } N_{NC}(h - 1) \leq k, \\ f r (1 - d) k & \text{if } N_{NC}(h - 1) > k, \end{cases} \]  
\[ N_{EC}(h) = \begin{cases} (1 - d) f (1 - f)^{h-1} N_{EC}(h - 1), \\ (1 - d) k \end{cases} \]

(1)

where \( k \) is the generation size; \( c \) is the code rate (= \( k/n \)) at the source; \( h \) is the number of hops; \( r \) is the number of redundant paths.

First, (1) shows that redundant paths, \( r \), directly affect the number of innovative packets in the case of NC. Accordingly, PDR of NC is high even though the code rate at the source is 1. We find in (2) that redundant paths give EC the benefit in the growth the number of innovative packets as well as NC. However, the code rate is critical factor to increase the number of innovative packets. As shown in Fig. 2 (b), lower code rate introduces higher overhead and it may cause congestion and collision where the data rate increase.

Next, according to these equations, packet drop probability should have an equal impact of “(1-d)” on both NC and EC. However, given the simulation results in Fig. 3 (b), large value of \( d \) has a more negative impact on NC. That is mainly due to the small \( N_{NC} \) at the first hop, which is caused by high packet drop probability. Since the small \( N_{NC} \) \( (N_{NC} < k) \) at the first hop reduces the probability of generating innovative packets, (i.e., encoding vectors are linearly dependant to others in the generation), re-encoded packets forwarded by the first-hop nodes may not contain enough information to allow next nodes to achieve full rank. Consequently, NC performance decreases sharply and the
achieved delivery ratio is limited in Fig. 3 (b). Given these, adding redundancy to the first hop according to the drop probability would be a proper option for increasing the reliability of NC without suffering high overhead.

C. Simulation Results for Random Topology

Fig. 5 shows the PDR and the normalized overhead in a random topology with node density = 12. NC PDR is close to EC with \( c = 1/3 \). In the random topology, the PDR is around 0.3 even when \( f = 0 \) because some receivers are placed within one-hop distance from the source. The PDR and overhead graph pattern is similar to the results in the grid topology shown in Fig. 2: NC requires much less overhead to achieve high delivery ratio, but NC requires high \( f \) to complete the delivery.

Fig. 6 exhibits the delivery ratio of NC and EC with \( c = 1/3 \): (a) varying node density, (b) varying packet drop probability, and (c) different node mobility. Lower node density in wireless ad hoc networks naturally reduces the average number of redundant paths and it significantly decreases the redundancy of NC as we demonstrated in formula (1). The lower node density, on the other hand, increases the average number of hops to reach receivers, which is a disadvantage for EC. The combination of these factors leads to the results in Fig. 6 (a). The achievable PDR with node density = 4 is less than 1, which may be a result of random placement of nodes: some receivers can be isolated from the packet streams. In Fig. 6 (b), we find that packet drop probability reduces the packet delivery ratio and the NC ratio degrading gap is bigger than EC case. The graph pattern is essentially consistent with the case in the grid topology (Fig. 3 (b)). Since only one hop away nodes from the source receive packets at \( f = 0 \), it is natural that the delivery ratio drops to zero in the case of NC when \( d = 0.4 \). That is, the receiver cannot reconstruct encoded packets since no generation is completed. Fig. 6 (c) shows that node mobility improves delivery ratio of both NC and EC. We used random way-point mobility model with the maximum node speed of 20 m/s and the minimum node speed of 0 m/s. Since node mobility in ad hoc networks constantly changes the network topology, it usually results in link failures and causes packet losses. However, since probabilistic routing broadcast packets without creating a route tree or mesh, packets may successfully reach portion of neighbor nodes if a node is not separated from others. Instead, node mobility provides advantages to NC and EC. For the receivers located in a sparsely populated area, mobility offers more chances to meet other nodes.

VI. CONCLUSION

In this paper, we have compared NC and EC in wireless multicast scenarios over the mobile ad hoc networks. The simulation results and the theoretical analysis demonstrated that NC can achieve high reliability saving network resources. Joint coding scheme of NC and EC based on the insights provided in this paper is an extension of our work and under investigation.
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